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Abstract

In this paper, we explore the use of the Fast Array
of Wimpy Nodes (FAWN) architecture for a wide
class of data-intensive workloads. While the bene-
fits of FAWN are highest for I/O-bound workloads
where the CPU cycles of traditional machines are
often wasted, we find that CPU-bound workloads
run on FAWN can be up to six times more efficient
in work done per Joule of energy than traditional
machines.

1 Introduction

Power has become a dominating factor in the cost
of provisioning and operation of large datacenters.
This work focuses on one promising approach to
reduce both average and peak power using a Fast
Array of Wimpy Node (FAWN) architecture [2],
which proposes using a large cluster of low-power
nodes instead of a cluster of traditional, high power
nodes. FAWN (Figure 1) was originally designed to
target mostly I/O-bound workloads, where the ad-
ditional processing capabilities of high-speed pro-
cessors were often wasted. While the FAWN ar-
chitecture has been shown to be significantly more
energy efficient than traditional architectures for
seek-bound workloads [16], an open question is
whether this architecture is well-suited for other
data-intensive workloads common in cluster-based
computing.

Recent work has shown that the FAWN archi-
tecture benefits from fundamental trends in com-
puting and power—running at a lower speed saves
energy, while the low-power processors used in
FAWN are significantly more efficient in work done
per joule [16]. Combined with the inherent paral-
lelism afforded by popular computing frameworks






  

  

  

  



 
  

  

  

  

 






Figure 1: FAWN architecture

such as Hadoop [1] and Dryad [9], a FAWN sys-
tem’s improvement in both CPU-I/O balance and
instruction efficiency allows for an increase in over-
all energy efficiency for a much larger class of dat-
acenter workloads.

In this work, we present a taxonomy and analysis
of some primitive data-intensive workloads and op-
erations to understand when FAWN can perform as
well as a traditional cluster architecture and reduce
energy consumption for data centers.

To understand where FAWN improves energy
efficiency for data-intensive computing, we in-
vestigate a wide-range of benchmarks common
in frameworks such as Hadoop [1], finding that
FAWN is between three to ten times more efficient
than a traditional machine in performing operations
such as distributed grep and sort. For more CPU-
bound operations, such as encryption and compres-
sion, FAWN architectures are still between three to
six times more energy efficient. We believe these
two categories of workloads—CPU-bound and I/O-
bound—encompass a large enough range of com-
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